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A mechanism involving a six-membered cyclic transition state where the hydrogen of the hydroxyl group
interacts with the oxygen of the carbonyl group has been proposed previously to describe the thermolysis of
manyâ-hydroxyl compounds. In this paper, the proposed mechanism is studied for a series ofâ-hydroxyl
aldehydes. Rate constants and activation energies are reported as well as a study of the influence of tunneling
on the reaction rates. The electron density at the ring critical points, population analyses by the theory of
atoms in molecules (AIM) and the natural bond orbital (NBO) method, as well as atomic energy analyses are
used to gain insight into this interesting mechanism and into the effects of substituents.

Introduction

The kinetics of the thermal decomposition ofâ-hydroxyl
compounds have been characterized in manyâ-hydroxyl
compounds. The first experimental studies were carried out by
Smith and Yates1 in 1965 and by Yates and Quijano2 in 1969.
The latter studied the thermal decomposition ofâ-hydroxy
ketones and concluded that it is a first-order intramolecular
reaction in which the hydrogen of the hydroxyl group interacts
with the oxygen of the carbonyl group forming a six-membered
cyclic transition state. Also, they analyzed the effect of replacing
the hydrogens on the carbon adjacent to the hydroxyl group by
methyl groups. The activation energies of alkylâ-hydroxy
ketones were found to be about 30 kcal/mol, and the substitution
of hydrogens by methyl groups was shown to accelerate the
rate of the thermolysis.

Subsequent experimental and theoretical studies in the gas
and solution phases have been reported for manyâ-hydroxy
compounds such asâ-hydroxyl ketones,3 â-hydroxyl esters,4-8

â-hydroxyl olefins,9 andâ-hydroxynitriles.10-12 All studies also
included alkylâ-hydroxyl compounds and arrived at the same
conclusions as that of the primary ketone cases.

In this paper, we report a theoretical study on the thermolysis
of a group ofâ-hydroxyl aldehydes at the MP2(FC)/6-31G(d)
and B3LYP/6-31G(d) levels with the emphasis on the activation
energies and rate constants obtained by using conventional tran-
sition state theory (TST).13 Also, single-point calculations by
both methods using the 6-311++G(d,p) basis set were per-
formed for the reactants and transition states. We include alkyl
â-hydroxyl aldehydes and chloroâ-hydroxyl aldehydes in order
to analyze substituent and electronic effects. Furthermore, the
theory of atoms in molecules (AIM) is used to study the
topology of the electronic structure along the reaction path and
to gain insight into this interesting mechanism. The thermolysis
for â-hydroxyl aldehydes has not been studied previously.

Theoretical Background
Transition State Theory. The TST formula to calculate the

rate constant is

whereEa is the activation energy;κ is the tunneling factor;kB,
h, andRare the Boltzmann, Planck, and universal gas constants,
respectively.Q is the partition function, andT is the temperature.

The proposed mechanism for the thermolysis ofâ-hydroxyl
aldehydes is unimolecular and does not involve radical species.
Therefore, to calculate the partition function term it is only
necessary to compute the rotational and vibrational partition
functions because the electronic and translational partition
functions14 are the same for the reactant and transition state and
therefore cancel. The equations to calculate the rotational and
vibrational partition functions are as follow:

whereσ is the symmetry number (which is equal to unity in
our systems13); A, B, andC are the rotational constants; andV
is the vibrational frequency.

The tunneling factor calculations were carried out by assum-
ing unsymmetrical Eckart barriers.15,16In essence, the calculation
of the tunneling factor in terms of Eckart barriers (which mainly
depend on the imaginary frequency of the transition state among
other parameters such as the reaction temperature, activation
energy, and enthalpy of reaction) is an improved version of the
simplest methods of Wigner17 and the parabolic-type barrier
tunneling corrections.18 The Eckart barrier tunneling calculation
is still widely used even though more sophisticated tunneling
methods such as the multidimensional semiclassical zero and
small-curvature methods19 have been proposed. In 1997 Truong
demonstrated the fairly good accuracy of the Eckart barrier
tunneling calculation in his study of the hydrogen exchange
reaction of methane in a zeolite.20,21

AIM Theory. According to the theory of atoms in mole-
cules,22-25 a molecule can be partitioned into atomic regions
(basins) by zero-flux surfaces that satisfy the quantum condition:

where∇F(r ) is the gradient of the electron density andn(r ) is
a unit vector normal to the surface. The many atomic properties
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that are well-defined and can be computed for each basin provide
important insight into the electronic structure of molecules. For
example, the atomic population (N(Ω)), which is determined
by the integration ofF over the basin of the atom of interest, is
given by

Several other properties such as atomic kinetic energies and
the atomic dipolar polarization are calculated in a similar way.
For example, the atomic dipolar polarization (or first atomic
electrostatic moment) is given by

wheree is the elementary charge.
Furthermore, the determination of the critical points and their

properties in the topology ofF can provide much information
about molecular systems. Each critical point is characterized
by its rank and signature.23,24 The rank is determined by the
number of nonzero eigenvalues (or curvatures) of the associated
Hessian matrix. The signature is the algebraic sum of the signs
of the eigenvalues; a positive eigenvalue indicates that the
function is a minimum in the direction defined by the eigen-
vector, and a negative sign indicates the opposite. There are
four types of critical points in the electron density of molecular
systems: nuclear (3,-3), bond (3,-1), ring (3,+1), and cage
(3, +3). Bond critical points appear between two bonded atoms
and are indicative of the existence of a chemical bond. Ring
critical points appear in the center of cyclic structures, and cage
critical points appear inside all chemical structures that engulf
a volume in space.

NBO Analysis. Natural bond orbital (NBO) analysis is a
powerful tool to characterize bonds, hyperconjugation effects,
bond polarization, hybridization, and atomic populations in
molecules.8,26-28 The NBO population analysis is carried out
in terms of natural atomic orbitals (NAOs), which are the
eigenvectors{æi} obtained by the diagonalization of the atomic
one-center blocks of the one-particle density operator expressed
in an AO basis{φi}. Therefore, the matrix representation of
the one-particle density operator expressed in the basis of NAOs
is a diagonal matrix whose diagonal elements are the orbital
populations:

The NBO atomic populations are given by

where the summation extends over all NAOs on center A.

Computational Details

The optimization of the geometries of the reactants and
products and the exploration of the potential energy hypersurface
to determine the transition states and the reaction paths were
carried out at MP2(FC) and B3LYP/6-31G(d) levels of theory.
Single-point calculations at MP2(FC) and B3LYP/6-311++G-
(d,p) were also carried out. The ab initio calculations were
performed by using the GAUSSIAN 03 computational pack-
age.29 Intrinsic reaction coordinate (IRC) calculations were
carried out to ensure the validity of the stationary points found
(reactants, transition states, and products). The energy barriers

are corrected for the zero-point vibrational energy (ZPVE). A
modified version of the numerical integration program of
Brown30 was used for the calculation of the tunneling factors.

The characterization of critical points was performed using
the EXTREME program. The PROAIM program was used to
compute the atomic populations, atomic dipole moments and
atomic energies. Both programs belong to the AIMPAC
package.31

Results and Discussion

Transition State Characterizations and Determination of
Kinetic Parameters. The mechanism suggested for the ther-
molysis of theâ-hydroxyl aldehydes is shown in Figure 1. It is
very similar to those proposed for otherâ-hydroxyl compounds.
Table 1 lists the bond distances in the reactants and the transition
states at the MP2(FC)/6-31G(d) level for severalâ-hydroxyl
aldehydes.

The O1-C2 distance and the C4-O5 distance increase and
decrease, respectively, from the reactants to the transition states
in all systems, representing the transition from a CO double
bond to a CO single bond and from a CO single bond to a CO
double bond, respectively. In all transition states, H6 is closer
to O1 than to O6; therefore, they can be classified as late
transition states. Furthermore, Table 1 shows that the C3-C4

distance increases from the reactants to the transition states for
all systems, indicating the breaking of this bond.

Quijano et al.9 observed nearly planar transition states in their
study ofâ-hydroxyl olefins, whereas the six-membered cyclic
transition states in our systems are far from planarity. The
dihedral angles of the transition states are shown in Table 2.
The C2-C3-C4-O5, C4-O5-H6-O1, and O1-C2-C4-O5

dihedral angles for system 7 are very different from the average
values for the other ofâ-hydroxyl aldehydes. This fact will be
discussed below.

In general, the kinetics parameters of the ketones and
aldehydes are very similar, which is not surprising because they
are both classified as being carbonyl compounds. Experimental
data for the thermolysis ofâ-hydroxyl aldehydes is unavailable.
Therefore, we use the experimental activation energies and rate
constants forâ-hydroxyl ketones to compare with those of the
â-hydroxyl aldehydes. In our work the activation energies and
rate constants for some alkylâ-hydroxyl ketones2 at 206.5°C
were used for the comparison; thus, the rate constants for the
â-hydroxyl aldehydes were calculated at this temperature.

The activation energies and the rate constants for the alkyl-
substitutedâ-hydroxyl ketones are about 31 kcal/mol and 10-4

s-1, respectively. The proposed mechanism (Figure 1) involves
the interaction between the hydrogen of the hydroxyl group and
an electron pair of the carbonyl oxygen to form a six-membered
cycle. Theâ-hydroxyl ketones should have lower activation
energies and greater rate constants than theâ-hydroxyl alde-
hydes because the electron pair on the carbonyl oxygen is more
available in the ketone case due to the positive inductive effect
of the methyl group. The chlorine-substitutedâ-hydroxyl
aldehydes were included to analyze the influence of the negative
inductive effect in this mechanism. Furthermore, we analyzed
â-hydroxy aldehydes substituted at C3 and C4 to determine
which position produces a larger contribution.

Table 3 summarizes the activation energies and the rate
constants (not corrected by the tunneling factor) for the
thermolysis ofâ-hydroxy aldehydes at 206.5°C obtained with
MP2(FC)/6-311++G(d,p)//MP2(FC)/6-31G(d) and B3LYP/6-
311++G(d,p)//B3LYP/6-31G(d).

N(Ω) ) ∫Ω
F(r ) dr (5)

M1(Ω) ) -e∫Ω
rΩF(r ) dr (6)

pi
(A) ) ∫æi

(A)*(1)γ̂(1|1′)æi
(A)(1′) dτ1 dτ1′ (7)

p(A) ) ∑
i

pi
(A) (8)
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The MP2 activation energies and rate constants are about 5
kcal/mol greater and 1 order of magnitude less, respectively,
than the experimental results of similarâ-hydroxyl ketones.
Table 3 also illustrates the same trends for the substitution in
every position except the case of chlorine at C4 (system 7). The
â-hydroxyl aldehyde with chlorine substituted at C4 has a lower
activation energy and greater rate constant, respectively, than
the unsubstitutedâ-hydroxyl aldehyde (this fact will be analyzed
in detail below by use of AIM theory). These results suggest
that a positive inductive effect accelerates the reaction.

The MP2 results in Table 3 show that the thermolysis of a
â-hydroxyl aldehyde substituted at C4 exhibits a lower activation
energy than with the same substituent substituted at C3. This
result is expected because C4 is bonded directly to the oxygen
of the hydroxyl group, which donates the hydrogen atom. When
the oxygen atom begins to donate the hydrogen atom, the s

character of the oxygen valence shell increases, and the oxygen
atom becomes even more electronegative,32-36 withdrawing
electron density from the carbon. Therefore, a positive inductive
effect at C4 plays a larger role in the thermolysis than at C3

because the positive character at C4 is greater than at C3. This
point is supported by the population analysis presented in the
following section.

The B3LYP barriers are much lower (by as much as 6 kcal
mol-1); therefore, the B3LYP rate constants are much higher.
This is similar to the results forâ-hydroxyl olefins, for which
Quijano et al.9 concluded that B3LYP overestimates the rate
constants.

Even though it is well-known that the tunneling factor
decreases as the temperature increases,18 the analysis of tun-
neling gives information about the barrier shape and also
contributes to the analysis of substituents effects.37 Table 4
reports the tunneling factors as well as the corrected rate
constants for the thermolysis of the seven systems at 206.5°C
at the MP2(FC)/6-311++G(d,p)//MP2(FC)/6-31G(d) level.

According to the tunneling criteria given by Bell [1< κ <
1.1, negligible tunneling; 1.1< κ < 4, small to moderate
tunneling; and 4< κ, large tunneling18], the thermolysis of
â-hydroxyl aldehydes exhibits small tunneling factors and does
not produce changes in the order obtained from the uncorrected
rate constants. Moreover, the tunneling factors show clearly the
positional dependence of substituent effects. For instance, methyl
at C3 (systems 2 and 3) leads to tunneling factors smaller than
the unsubstitutedâ-hydroxyl aldehyde, whereas at C4 (systems
5 and 6) the tunneling factors are greater than in the unsubsti-
tuted aldehyde. However, when the substituent is chlorine the
opposite effect is observed: systems 4 and 7 exhibit smaller
and larger tunneling factors than the unsubstituted aldehyde,
respectively.

Figure 1. Mechanism for the thermolysis ofâ-hydroxyl aldehydes: (1)â-hydroxyl aldehyde, (2) 3-methylâ-hydroxyl aldehyde, (3) 3,3-dimethyl
â-hydroxyl aldehyde, (4) 3-chloroâ-hydroxyl aldehyde, (5) 4-methylâ-hydroxyl aldehyde; (6) 4,4-dimethylâ-hydroxyl aldehyde, (7) 4-chloro
â-hydroxyl aldehyde.

TABLE 1: MP2(FC)/6-31G(d) Bond Distances (Å) of the
Optimized Structures of Reactants and Transition States of
â-Hydroxyl Aldehydes

structure O1-C2 C2-C3 C3-C4 C4-O5 O5-H6 H6-O1

reactant-1 1.223 1.508 1.525 1.428 0.973 3.535
TS-1 1.303 1.386 2.012 1.282 1.386 1.105
reactant-2 1.223 1.510 1.526 1.426 0.973 3.485
TS-2 1.304 1.388 2.017 1.283 1.358 1.108
reactant-3 1.223 1.515 1.532 1.425 0.972 3.718
TS-3 1.306 1.392 2.045 1.285 1.347 1.120
reactant-4 1.220 1.515 1.526 1.420 0.973 3.464
TS-4 1.299 1.388 2.033 1.279 1.343 1.117
reactant-5 1.223 1.508 1.529 1.432 0.974 3.440
TS-5 1.301 1.386 2.038 1.287 1.339 1.123
reactant-6 1.225 1.507 1.542 1.437 0.975 3.039
TS-6 1.300 1.386 2.065 1.293 1.306 1.142
reactant-7 1.222 1.512 1.521 1.392 0.976 3.369
TS-7 1.299 1.394 1.910 1.260 1.453 1.072
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AIM Analysis. To determine if the reactions occur through
a six-membered cyclic transition state, a topological study in
terms of ring critical points was performed. Table 5 characterizes
the ring critical points found for all the transition states. Figure
2 shows the molecular graphs and the location of the RCPs
and their three respective eigenvectors for the seven systems.
In all cases eigenvector 1 is nearly perpendicular to the six-
membered ring. This shows thatF is decreasing from the center
of the ring in the perpendicular direction. Moreover, substitution
at C4 decreases the curvature ofF in the direction perpendicular
to the ring (eigenvalue 1), indicating a greater accumulation of
F in the perpendicular direction for systems 5-7 than for the
rest of the systems.

The electron density at the ring critical point (FRCP) can be
considered to be a criterion to measure how much a substituent
stabilizes or destabilizes the transition state. For example, higher
density at the RCP means stronger attractive interactions
between the nuclei and the electron density, which in effect
reduces the repulsion between nuclei and helps to stabilize the
transition state. TheFRCP data yield the same trends as kinetics
parameters for substituents at C3. For example, system 3 exhibits

the largest value ofF at the ring critical point and the lowest
activation energy while the opposite occurs with system 4.
However, the same trend is not observed with substituents at
C4. Systems 5 and 6 exhibit very similarFRCP to that of system
1 even though their activation energies are considerably lower.
Also, system 7 exhibits lowerFRCP than system 1 even though
its activation energy is lower. Moreover, this criterion does not
reproduce the trends when the same substituent is at a different
position (C3 and C4). For example, systems 2 and 3 exhibit larger
FRCP than systems 5 and 6, respectively, even though their
activation energies are higher. These results also indicate that
substituents at positions C3 and C4 play different roles in the
thermolysis ofâ-hydroxyl aldehydes.

The electrostatic interaction between O1 and H6 in the
reactants should contribute to the formation of the cyclic
transition state. Therefore, it is reasonable to expect a greater
electrostatic attraction between these two atoms would accelerate
the reaction. For this reason, we calculated, as a first approxima-
tion, a point-charge interaction energy,UPC ) qO1qH6/(dO1-H6),
from the NBO and AIM charges and the internuclear distance
(Figure 3). Table 6 lists the computedUPC values.

The NBO charges differ considerably from those calculated
by AIM. For example, the NBO charges of O1 are roughly half
of the AIM values. However, both methods yield similar trends.
The NBOUPC values forâ-hydroxyl aldehydes substituted at
C3 and C4 follow the trends 2> 1 > 4 > 3 and 6> 7 > 5 >
1, respectively, whereas the AIM values yield 2> 4 > 1 > 3
and 6> 7 > 5 > 1, respectively. As suggested above, a larger
negative value ofUPC indicates a greater attractive interaction;
therefore, it should correlate with faster thermolysis. The results
shown in Table 6 reproduce the trend obtained by analyzing
the kinetics parameters forâ-hydroxyl aldehydes substituted at
C4 except that the thermolysis of system 5 (UPC(NBO) ) -20.8
kcal/mol, UPC(AIM) ) -56.1 kcal/mol) is faster than that of
system 7 (UPC(NBO) ) -21.3 kcal/mol,UPC(AIM) ) -58.9
kcal/mol). Furthermore, theUPCvalues forâ-hydroxyl aldehydes
substituted at C4 are more negative than the respective ones
substituted at C3; therefore, their thermolysis reactions are faster,
which is consistent with the kinetics parameters (Table 3). The
UPC values forâ-hydroxyl aldehydes substituted at C3 do not
reproduce the trend obtained by analyzing the kinetics param-
eters (Table 3).

As a second approximation, we calculated the dipole-
moment interaction energy (UDM) between the two atomic dipole
moments of O1 and H6. Figure 4 indicates the direction of the
atomic dipole moments of O1 and H6 in system 1. Similar
directions were found for the other systems. We used the
standard equation which describes the interaction energy
between two dipole moments:38

TABLE 2: MP2(FC)/6-31G(d) Dihedral Angles (in deg) of Transition States ofâ-Hydroxyl Aldehydes

dihedral angles (°)
TS O1-C2-C3-C4 C2-C3-C4-O5 C3-C4-O5-H6 C4-O5-H6-O1 O1-C2-C4-O5 C2-C4-O5-H6

TS-1 -61.0 58.8 -30.5 -9.2 7.4 -2.2
TS-2 -62.2 56.5 -27.9 -10.9 4.2 -0.1
TS-3 -67.9 60.6 -32.7 0.2 4.4 -2.5
TS-4 -60.5 58.6 -31.3 -2.7 6.9 -3.2
TS-5 -59.5 59.0 -32.2 -5.5 9.7 -4.2
TS-6 -58.8 58.8 -33.0 -2.3 10.7 -5.4
TS-7 -57.0 46.5 -12.9 -39.9 -2.5 10.2

TABLE 3: MP2(FC)/6-311++G(d,p)//MP2(FC)/6-31G(d)
and B3LYP/6-311++G(d,p)//B3LYP/6-31G(d), Activation
Energies and Rate Constants ofâ-Hydroxyl Aldehydes

activation energy (kcal mol-1) rate constant (s-1)

system MP2 B3LYP MP2× 105 B3LYP × 103

1 36.3 31.1 3.566 8.373
2 35.1 29.3 19.001 83.311
3 34.8 29.3 36.109 100.895
4 37.8 31.3 0.861 8.112
5 35.0 29.0 17.872 99.801
6 33.0 26.3 99.974 1641.995
7 36.0 30.0 5.476 31.859

TABLE 4: MP2(FC)/6-311++G(d,p)//MP2(FC)/6-31G(d)
Tunneling Factors and Corrected Rate Constants of
â-Hydroxyl Aldehydes

system tunneling factor (κ) rate constant (s-1) × 105

1 1.435 5.117
2 1.406 26.715
3 1.373 49.578
4 1.513 1.303
5 1.604 28.667
6 1.780 177.954
7 1.277 6.993

TABLE 5: MP2(FC)/6-311++G(d,p) Electron Densities and
Eigenvalues at the Ring Critical Points ofâ-Hydroxyl
Aldehydes

Eigenvalue× 102

system F × 102 1 2 3

1 2.28 -1.91 6.63 8.94
2 2.32 -2.00 6.56 9.21
3 2.50 -2.26 6.59 10.00
4 2.27 -1.92 6.48 8.91
5 2.26 -1.84 6.53 8.67
6 2.28 -1.82 6.39 8.56
7 2.21 -1.72 6.88 8.53

UDM )
[M1(O1)‚M1(H6) - 3(M1(O1)‚d̂O1-H6

)(M1(H6)‚d̂O1-H6
)]

d3
O1-H6

(9)
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whereM1(O1) andM1(H6) are the atomic dipole moments of
O1 and H6, respectively;d̂O1-H6 is the unitary vector that defines
the line connecting O1 and H6; and dO1-H6 is the distance
between O1 and H6. Table 7 listsUPC and UDM and the total
interaction energies (Utotal) for the seven systems.

The data in Table 7 shows thatUtotal and UPC lead to the
same trend and that the inclusion ofUDM has no effect on the
trend. This suggests that the inclusion of higher electric moments
would have a negligible effect.

The theory of atoms in molecules partitions a molecule into
atomic fragments and yields an atomic energy associated with
each atom. Changes in atomic energies can be used to determine
the effect of substituents. Figure 5 illustrates the differences in
atomic energies between transition states and reactants for all
atoms that form the six-membered cyclic transition state. A
negative value indicates a stabilization of the atom in the

transition state with respect to the reactant, whereas a positive
value indicates the opposite.

Comparison of systems 1-3 indicates that the atomic energy
of C3 is lowered substantially by successive methyl substituents
at C3. In the case of system 4, the atomic energy of C3 (4.8
kcal/mol) is similar to that of system 1 (8.5 kcal/mol), but the
stabilization of C2 in system 1 (-115.9) is greater by almost 9
kcal/mol than in system 4 (-107.1 kcal/mol). Therefore,
chlorine at C3 stabilizes C2 less with respect to the unsubstituted
â-hydroxyl aldehyde, and it accounts primarily for the overall
destabilization of the transition state relative to the reactant
introduced by the negative inductive effect of chlorine. With
respect toâ-hydroxyl aldehydes substituted at C4, the stabiliza-
tion introduced by the positive inductive effect of the methyl
group in system 5 relative to system 1 occurs mainly at O5.
Moreover, C4 and O5 are more stable in system 6 than in system

Figure 2. (a) Molecular graphs of the transition states ofâ-hydroxyl aldehydes. BCPs and RCPs are denoted by red and yellow dots, respectively.
(b) Characterization of the ring critical points and the eigenvectors in the transition states ofâ-hydroxyl aldehydes. The seven systems are defined
in Figure 1, and eigenvectors are indicated in order of increasing eigenvalues in accordance with Table 5.
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1. On the other hand, system 7 exhibits a very unstable C4 with
respect to system 1; the negative inductive effect of chlorine
produces a large destabilization of C4. It is interesting to note
that system 7 exhibits a much greater stabilization of O1 at the
transition state relative to the reactant than the rest of the
systems.

Anomalous Behavior of 4-Chloroâ-Hydroxyl Aldehyde.
4-Chloroâ-hydroxyl aldehyde behaves differently from the other

six systems. For example, the dihedral angles of the transition
state of 4-chloroâ-hydroxyl aldehyde are very different from
the average of the other systems. Also, the tunneling factor is
very different. Moreover, it has the lowestFRCPat the transition
state, and it has largerUPC values (NBO and AIM) as well as
Utotal (AIM) than the other systems with the exception of 4,4-
dimethyl â-hydroxyl aldehyde. Finally, 4-chloroâ-hydroxyl
aldehyde exhibits a much greater stabilization of O1 in the
transition state relative to the reactant than the rest of the

Figure 3. NBO (N) and AIM (A) atomic charges (au) as well as the interatomic distances (Å) between O1 and H6 for reactants of all the systems.

TABLE 6: Point Charge Contribution to the Interaction
Energy (UPC) (in kcal/mol) Obtained by NBO and AIM
Analyses at the MP2(FC)/6-311++G(d,p) Level

system NBO AIM

1 -20.3 -55.0
2 -20.6 -56.0
3 -19.3 -52.6
4 -19.8 -55.7
5 -20.8 -56.1
6 -23.9 -63.7
7 -21.3 -58.9

TABLE 7: Point Charge Contribution ( UPC) and Dipole
Moment Contribution ( UDM) to Total Interaction Energy
(Utotal) Obtained by AIM at the MP2(FC)/6-311++G(d,p)
Levela

system UPC UDM Utotal

1 -55.0 0.3 -54.7
2 -56.0 0.3 -55.6
3 -52.6 -0.5 -53.0
4 -55.7 0.3 -55.4
5 -56.1 0.2 -56.0
6 -63.7 0.0 -63.6
7 -58.9 -0.3 -59.2

a The values are reported in kcal/mol.

Figure 4. Directions of the atomic dipole moments of O1 and H6 in
system 1.
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systems. All these results indicate clearly that a chlorine at C4

plays a totally different role than a chlorine at C3 in the
thermolysis ofâ-hydroxyl aldehydes. The effect of chlorine at
C3 is very different from that at C4, which is bonded to an
oxygen that is transformed from a single to a double bond during
the reaction. This produces a completely different type of
chlorine-carbon interaction that constrains the geometry of the
system along the reaction path (Table 2) and introduces new
electronic effects that result in faster thermolysis than the
unsubstitutedâ-hydroxyl aldehyde.

Conclusions

The activation energies and rate constants for the thermolysis
of â-hydroxyl aldehydes have been calculated at the MP2/6-
311++G(d,p)//MP2(FC)/6-31G(d) level to be between 32 and
38 kcal/mol and 0.8× 10-5 and 1× 10-3 s-1, respectively.
These results indicate that the thermolysis ofâ-hydroxyl
aldehydes is slower than the thermolysis of similarâ-hydroxyl
ketones. The B3LYP method with the same basis set underes-
timates the activation energies and overestimates the rate
constants for the thermolysis of theâ-hydroxyl aldehydes, in
agreement with previous results reported forâ-hydroxyl olefins.9

The inclusion of the effect of tunneling on the rate constants
does not change the trend obtained from the uncorrected rate
constants but shows clearly the different roles that C3 and C4

play in the thermolysis and the effects of substituents.
The AIM analysis in terms of ring critical points and the

topology of the electron density shows that the transition state
for the thermolysis ofâ-hydroxyl aldehydes is a six-membered
cycle. Furthermore,F at the ring critical points is a good criterion
for predicting the trends of the thermolysis rates in the
â-hydroxyl aldehydes substituted at C3. On the other hand, the
analysis of the electrostatic interaction between O1 and H6

accounts for the trends of the thermolysis rates in theâ-hydroxyl
aldehydes substituted at C4.

A positive inductive effect due to methyl groups, either at
C3 or C4, accelerates the reaction with respect to the unsubsti-

tuted â-hydroxyl aldehyde; the effect at C4 is greater than at
C3. A negative inductive effect due to chlorine at C3 retards
the thermolysis rate. However, with chlorine at C4, the rate of
thermolysis is accelerated, and some anomalous results are
exhibited.
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